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Abstract
This paper, submitted as an entry for the NERSSEAL-2008 shared task, describes a system build for Named Entity Recognition for South and South East Asian Languages. This system has been tested on five languages: Telugu, Hindi, Bengali, Urdu and Oriya. It uses CRF (Conditional Random Fields) based machine learning, followed by post processing which involves using some heuristics or rules. The system is specifically tuned for Hindi, but we also report the results for the other four languages.
1 Introduction
Named Entity Recognition (NER) is a task that seeks to locate and classify entities (‘atomic elements’) in a text into predefined categories such as the names of persons, organizations, locations, expressions of times, quantities, etc. The NERSSEAL contest uses 12 categories of named entities to define a tagset. Manually tagged training and testing data is provided to the contestants.
NER has a wide range of applications. It is used in machine translation, information extraction as well as speech processing.
The task of building a named entity recognizer for South and South East Asian languages presents several problems related to their linguistic characteristics. Before going on to describe our method, we will point out some these issues.
2 Some Linguistic Issues
2.1 Agglutinative Nature
Some of the SSEA languages have agglutinative properties.  For example, a Dravidian language like Telugu has a number of postpositions attached to a stem to form a single word. An example is:
guruvAraMwo = guruvAraM + wo 

up to Wednesday = Wednesday + up to
Most of the NERs are suffixed with several different postpositions, which increase the number of distinct words in the corpus.  This in turn affects the machine learning process.
2.2 No Capitalization
All the five languages have scripts without graphical cues like capitalization, which could act as an important indicator for NER.  For a language like English, the NER system can exploit this feature to its advantage.
2.3 Ambiguity
One of the properties of the named entities in these languages is the high overlap between common names and proper names. For instance ‘Kamal’ can mean ‘a type of flower’, which is not a named entity, but it can also be a person’s name, i.e., a named entity.
Among the named entities themselves, there is ambiguity between a location name ‘Bangalore ek badzA shaher heI’ (Bangalore is a big city) or a person’s surname ‘M. Bangalore shikshak heI’ (M. Bangalore is a teacher).
2.4 Low POS Tagging Accuracy for Nouns
For English, the available tools like POS (Part of Speech) tagger can be used to provide features for machine learning. This is not very helpful SSEA languages because the accuracy for noun and proper noun tags is quite low (PVS and G., 2006) Hence, features based on POS tags cannot be used for NER for SSEA languages.
2.5 Spelling Variation
One other important language related issue is the variation in the spellings of proper names. For instance the same name ‘Shri Ram Dixit’ can be written as ‘Sh. Ram Dixit’, ‘Shree Ram Dixit’, ‘Sh. R. Dixit’ and so on. This increases the number of tokens to be learnt by the machine and would perhaps also require a higher level task like co-reference resolution.
A NER system can be rule-based, statistical or hybrid. A rule-based NER system uses hand-written rules to tag a corpus with named entities. A statistical NER system learns the probabilities of named entities using training data, whereas hybrid systems use both.
Developing rule-based taggers for NER can be cumbersome as it is a language specific process. Statistical taggers require large amount of annotated data (the more the merrier) to train.  Our system is a hybrid NER tagger which first uses Conditional Random Fields (CRF) as a machine learning technique followed by some rule based post-processing.
3 Conditional Random Fields
Conditional Random Fields (CRFs) are undirected graphical models used to calculate the conditional probability of values on designated output nodes given values assigned to other designated input nodes.
In the special case in which the output nodes of the graphical model are linked by edges in a linear chain, CRFs make a first-order Markov independence assumption, and thus can be understood as conditionally-trained finite state machines (FSMs).

Let o = (o,,o2,o3 ,o4 ,... oT  ) be some observed input data sequence, such as a sequence of words in text in a document,(the values on n input nodes of the graphical model). Let S be a set of FSM states, each of which is associated with a label, l Є £.

Let s = (s1,s2,s3 ,s4 ,... sT ) be some sequence of states, (the values on T output nodes). By the Hammersley-Clifford theorem, CRFs define the conditional probability of a state sequence given an input sequence to be:
[image: image1.emf]
where Zo is a normalization factor over all state sequences is an arbitrary feature function over its arguments, and λk is a learned weight for each feature function. A feature function may, for example, be defined to have value 0 or 1. Higher λ weights make their corresponding FSM transitions more likely. CRFs define the conditional probability of a label sequence based on the total probability over the state sequences,
[image: image2.emf]
where l(s) is the sequence of labels corresponding to the labels of the states in sequence s.
Note that the normalization factor, Zo, (also known in statistical physics as the partition function) is the sum of the scores of all possible states.
[image: image3.emf]
And that the number of state sequences is exponential in the input sequence length, T. In arbitrarily-structured CRFs, calculating the partition function in closed form is intractable, and approximation methods such as Gibbs sampling or loopy belief propagation must be used. In linear-chain structured CRFs (in use here for sequence modeling), the partition function can be calculated efficiently by dynamic programming.
4 CRF Based Machine Learning
We used the CRF model to perform the initial tagging followed by post-processing.
4.1 Statistical Tagging

In the first phase, we have used language independent features such as statistical prefixes and suffixes to build the model using CRF. The set of features used are described below.
	
	Precision
	Recall
	F-Measure

	
	Pm
	Pn
	Pl
	Rm
	Rn
	Rl
	Fm
	Fn
	Fl

	Bengali
	53.34
	49.28
	58.27
	26.77
	25.88
	31.19
	35.65
	33.94
	40.63

	Hindi
	59.53
	63.84
	64.84
	41.21
	41.74
	40.77
	48.71
	50.47
	50.06

	Oriya
	39.16
	40.38
	63.70
	23.39
	19.24
	28.15
	29.29
	26.06
	39.04

	Telugu
	10.31
	71.96
	65.45
	68.00
	30.85
	29.78
	08.19
	43.19
	40.94

	Urdu
	43.63
	44.76
	48.96
	36.69
	34.56
	39.07
	39.86
	39.01
	43.46

	Table-1: Evaluation of the NER System for Five Languages


4.2 Window of the Words
Words preceding or following the target word may be useful for determining its category. Following a few trials we found that a suitable window size is five.
4.3 Suffixes
Statistical suffixes of length 1 to 4 have been considered. These can capture information for words with the named entity (Location) tag like Hyderabad, Secunderabad, Ahmedabad etc., all of which end in ‘bad’.
4.4 Prefixes
Statistical prefixes of length 1 to 4 have been considered. These can take care of the problems associated with a large number of distinct tokens. As mentioned earlier, agglutinative languages can have a number of postpositions. The use of prefixes will increase the probability of   ‘Hyderabad’ and ‘Hyderabadloo’ (Telugu for ‘in Hyderabad’) being treated as the same token.
4.5 Start of a Sentence
There is a possibility of confusing the NEN (Named Entity Number) in a sentence with the number that appears in a numbered list. The numbered list will always have numbers at the beginning of a sentence; hence a feature that checks for this property will resolve the ambiguity with an actual NEN.
4.6 Presence of Digits
Usually, the presence of digits indicates that the token is a named entity. This is taken as a feature to recognize NEN (Named Entity Number).
4.7 Presence of 4 Digits
If the token is a four digit number, it is likelier to be a NETI (Named Entity Time). For example, 1857, 2007 etc. are most probably years.
5 Heuristics Based Post Processing
After the first phase, we used rule-based post processing to improve the performance.
5.1 Second Best Tag
It has been observed that the recall of the CRF model is low. In order to improve recall, we have used the following rule.  If the best tag given by the CRF model is O (not a named entity) and the confidence of the second best tag is greater than 0.15, then the second best tag is considered as the correct tag.
We observed an increase of 7% in recall and 3% decrease in precision and 4% increase in the F-measure, which is a significant increase in performance. The decrease in precision is expected as we are taking the second tag.
5.2 Nested Entities
One of the important tasks in the contest was to identify nested named entities. For example if we consider "eka kilo" (Hindi: one kilo) as NEM (Named Entity Measure), it contains a NEN (Named Entity Number) within it.
The CRF model tags “eka kilo” as NEM and in order to tag “eka” as NEN we have made use of other resources like a gazetteer for the list of numbers. We used such lists for four languages.

Table-2: F-Measure (Lexical) for NE Tags

Evaluation
The evaluation measures used for all the five languages are precision, recall and F-measure. These measures are calculated in three different ways:
1. Maximal Matches: The largest possible named entities are matched with the reference data.

2. Nested Matches: The largest possible as well as nested named entities are matched.

3. Lexical Item Matches: The lexical items inside largest possible named entities are matched.
6 Results
The results of evaluation as explained in the previous section are shown in the Table-1. The F-measures for nested lexical match are also shown individually for each named entity tag separately in Table-2.
7 Unknown Words

Table 3 shows the number of unknown words present in the test data when compared with the training data.
First column shows the number of unique Named entity tags present in the test data for each language. Second column shows the number of unique known named entities present in the test data. Third column shows the percentage of unique unknown words present in the test data of different languages when compared to training data.
8 Error Analyses
We can observe from the results that the maximal F-measure for Telugu is very low when compared to lexical F-measure and nested F-measure. The reason is that the test data of Telugu contains a large number of long named entities (around 6 words), which contains around 4 to 5 nested named entities. Our system was able to tag nested named entities correctly unlike maximal named entity.
We can also observe that the maximal F-measure for Telugu is very low when compared to other languages. This is because Telugu test data has very few known words.
One more observation is that the F-measures of NEN, NETI, and NEM are relatively high. The reason would be that these classes of NE are relatively closed.
	
	Num of NE tokens
	Num of known NE
	% of unknown NE

	Bengali
	1185
	277
	23.37

	Hindi
	1120
	417
	37.23

	Oriya
	1310
	563
	42.97

	Telugu
	1150
	145
	12.60

	Urdu
	631
	179
	28.36


Table-3: Unknown Word

Conclusion
In this paper we have presented the results of using a two stage hybrid approach for the task of named entity recognition for South and South East Asian Languages. We have achieved decent Lexical F-measures of 40.63, 50.06, 39.04, 40.94, and 43.46 for Bengali, Hindi, Oriya, Telugu and Urdu respectively without using too many language specific resources.
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