Proposal for a Full-Day Tutorial on Mining Legal
Document Repositories

Kripabandhu Ghosh Sachin Pawar
Girish Keshav Palshikar*

Abstract

Legal documents come in a great variety: court case documentation
(witness testimonies, evidences, FIR etc.), court judgements, contracts
/ agreements / memoranda, affidavits, patents, legal statutes and many
others. Vast repositories of such legal documents are now available on
both on the Internet as well as within enterprise repositories. For instance,
the Forum for Information Retrieval (FIRE) corpus [15] contains 30,034
Indian Supreme Court, 1,38,730 Indian High Courts’ and 1,83,124 Indian
Consumer Courts’ judgements. Such legal document corpora continue to
grow rapidly; e.g., approx. 100 million cases are filed annually in US state
trial courts. Given their complex language and structure, the experience
and knowledge of human lawyers are crucial in understanding and using
these legal documents in various legal tasks. With rapid advances in NLP
and ML, legal text analytics is receiving increasing attention and offers
opprtunities for (i) automated understanding, analysis, and knowledge
discovery from legal document repositories; and (ii) building practical
applications to assist lawyers, to provide legal help to common people,
and to reduce the efforts and time required in legal processes. Given the
enormous complexities of and workload on legal systems in India, and
issues due to legal documents in many languages, the tutorial hopes to
interest NLP researchers and students in an exciting application domain
of great practical value.

1 Outline of Tutorial Topics

In this tutorial, we will focus on the following topics:

1. Introduction and Motivation (25 minutes):

2. Similarity and retrieval of legal documents (50 minutes): Efficient
retrieval of legal documents is important for obtaining relevant information
(stored in electronic textual format) pertinent to a court case or any other
legal situation. This is particularly important for prior case retrieval for
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an ongoing case. The notion of “similarity” of legal documents is the
corner-stone for any legal retrieval engine. Similarity can be captured
using various measures for different representations of legal documents.
We will discuss about some impactful techniques in this regard, e.g. [9]
[10] [14]. For evaluation of a retrieval system, evaluation becomes crucial.
Top forums like TREC!, FIRE? etc. designed test-beds for evaluating
search systems on legal documents. We will briefly discuss the legal tracks
organized in these forums. Building a gold standard is a challenge since
it involves expert annotations from legal experts which are expensive to
hire. So, intelligent and optimal utilization of legal expertise also becomes
crucial. We will also discuss a work in this area [6].

3. Citations among court cases (30 minutes): Court cases are known
to cite previous cases (or precedents) as an integral part of the litigation
process. There exist a network between court cases. Efficient harnessing
of the citation network can leverage efficient and automatic understanding
of cases. Such a system can assist the laywers during an ongoing case to
trace important precedents relevant to the current case. We will discuss
interesting works in this area, e.g.[11], [23], [5].

4. Information extraction (IE) from legal documents such as judge-
ments and contracts (60 minutes): We will discuss how IE tech-
niques [18] can be used to extract many different kinds of generic and
domain-specific named entities (e.g., names of lawyers and judges, relevant
laws and sections, previous cases), relations (e.g., lawyer_for_de fendent),
legal events (e.g., filing of FIR, arrest of accused) and crime events (e.g.,
location and time of murder) from legal documents [1]. We will discuss
an advanced IE application for extracting a visual storyline from crime
descriptions in court judgements [20].

5. Classification of legal documents (15 minutes): Multi-class (and
possibly multi-label) classification of legal documents provide critical in-
sights about the content of these documents. E.g., a narrative of a crime
event can be automatically labelled with various articles/sections within
the law which it violates. We will cover a few important techniques pro-
posed for document classification in Legal domain [26, 25]. For deeper
insight, it is also necessary to classify individual sentences within the legal
documents, into multiple semantic classes. Hence, in addition to document
classification, we will also cover some key aspects of sentence classification
in Legal domain [19, 7].

6. Legal document summarization (15 minutes): Legal documents esp.
court proceedings are often long and complex. Meticulous reading of the
same may often be time consuming. Summarization of legal documents
are extremly useful if one wants to get a quick overview of the document
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without the need for delving deep into the details. Catchphrases form
a good summary of court cases. We will discuss some work on catch-
phrase detection on legal documents [16] [4]. There exist many document
summarization algorithms. However, none seem to produce meaningful
summaries from a lawyer’s perspectivve. This is because not every aspect
of a case e.g. fact, precedent, issue, reason for judgement, judgement etc.
appear consistently in a summary [2]. A detailed overview of the state-of-
the-art in legal summarization will throw valuable light on the challenges
and nuances of the problem.

Mining legal arguments (45 minutes): Court judgements contain
summaries of the legal arguments of both the prosecution and defence
lawyers, which are complex and structured pieces involving legal, logi-
cal and common-sense reasoning. Given their importance in influencing
the court decision, understanding and extracting Legal argument are fast
becoming a crucial part of legal text mining. We will cover a few basic
techniques for extracting legal arguments from legal documents [21], [17],
3], [24].

Patent analysis (35 minutes): Patent (or Prior Art) retrieval is a
very important research problem. Patent is meant to protect intellectual
property (IP) rights of novel scientific inventions. Patent retrieval is widely
considered to be a sub-field of Information Retrieval where the search
is restricted to patents only and the query being a patent application.
Many methods on word-level /phrase-level matching have been proposed
in this area [13] [12] [22]. Recent methods have also focussed on deep
neural based patent representation and search [8]. We will present the
important research contributions in this area. In addition, we will discuss
the Intellectual Property (IP) track (CLEF-IP)? aimed to foster research
in patent retrieval.

Shared tasks and competitions (25 minutes):
Applications (10 minutes):
Demo (20 minutes):

Opportunities for research (30 minutes):
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