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Abstract

In this paper, we propose a method of feature selection and parameter optimization for sentiment analysis in Twitter messages. Appropriate features and parameter combinations have significant effect to the performance of any classifier. As base learning algorithms we make use of Random Forest and Support Vector Machines. We perform sentiment analysis at the message level, and use the platform of SemEval-2014 shared task. We achieve substantial performance improvement with our proposed model over the systems that are developed with random feature subsets and default parameter combinations.

1 Introduction

Social media has grown enormously over the last decade. Huge amount of unstructured texts are generated through social media platforms such as Twitter, blogs etc. People’s opinions on certain aspects or events are always important. Mining relevant information from such large amounts of text manually is almost impossible, and so there is an obvious need to develop automatic systems that can extract the most important information from these large data sets. Sentiment analysis or opinion mining, a multi-disciplinary area covering natural language processing, data mining and machine learning, aims at extracting emotions from texts. This is an active research area, which has been used in different applications such as financial prediction (Mittal and Goel, 2012), evaluating customer feedbacks (Maks and Vossen, 2013) and understanding users’ opinions about products and/or services (Mukherjee and Bhattacharyya, 2012) etc. Literature shows that machine learning (Bo Pang and Vaithyanathan, 2002), (Boiy and Moens, 2009) and lexicon-based (Maite Taboada and Stede, 2011), (Cataldo Musto and Polignano, 2014) approaches have more predominantly been used for sentiment analysis.

One of the earliest studies on sentiment analysis on microblogging websites was provided by (Alec Go and Huang, 2009). The work presents a distant supervised based approach for sentiment classification using hash tags in tweets. (Kevin Gimpel, 2011) propose an approach to sentiment analysis in twitter using Part-of-Speech (PoS) tagged n-gram features and some twitter specific hash tags. The scarcity of labelled data is often a bottleneck for any machine learning based system, and sentiment analysis is not an exception. A technique for automatically creating labelled datasets for sentiment analysis research has been proposed in (Pak and Paroubek, 2010). (Apoorv Agarwal and Passonneau, 2011) used tree kernel decision tree that made use of the features such as kernel decision, Part-of-Speech information, lexicon based features and several other features. Previous studies such as (Dmitry Davydov and Rappoport, 2010) observed that hash tags and smileys work good for sentiment analysis. (Nielsen, 2011) concluded that the AFINN word list performs slightly better than ANEW (Affective Norms for English Words) in twitter sentiment analysis. Most of the supervised approaches have used the features such as N-grams, PoS information, emoticons and opinion words. Among the supervised approaches, Support Vector Machine (SVM) (Vapnik, 1995) and Naive Bayes (Mitchell, 1997) have been popularly used.

The performance of any classification technique depends on the features used to represent training and test patterns. Feature selection (Liu and Yu, 2005; Liu and Motoda, 1998) is the technique of automatically selecting a subset of relevant features for a classifier. It helps to build a robust model and reduces the complexity of the learning
algorithm. This is also termed as attribute selection/ subset selection etc. By removing most irrelevant and redundant features from the data, feature selection helps to improve the performance of a classifier. In a ML approach, appropriate feature selection can be thought of as an optimization problem. Some of the prior works where feature selection has been modelled within the frameworks of evolutionary optimization techniques include [Ekbal and Saha, 2012] [Ekbal and Saha, 2013]. These works primarily focussed on named entity recognition in multiple languages. In general a classifier has many parameters whose values heavily influence the performance of a classifier. Therefore, like feature selection, determining the appropriate values of parameters for a classifier is another important key issue.

In this paper we propose a method of feature selection and parameter optimization within the framework of multiobjective optimization (MOO) [Deb, 2001]. We implement a diverse set of features, consider their various subsets, and optimise various functions such as recall and precision, F-measure and number of features etc. As the base learning algorithms we use Support Vector Machines [Vapnik, 1995] and Random Forest [Breiman, 2001]. We have carried out experiments on the benchmark set up of SemEval-2014 shared task [1] Evaluation shows that our proposed system achieves substantial performance improvement over the model developed with random feature subsets and default parameter settings. The key contributions of the paper are two-fold, viz. (i). proposing a joint model of feature selection and parameter optimization, especially for sentiment analysis and (ii) the use of MOO based evolutionary methods in the broad areas of opinion mining.

The rest of the paper is structured as follows. Section 2 describes the features that we implanted for sentiment analysis. In Section 3 we present our proposed method for feature selection and parameter optimization. In Section 4 we report the evaluation results with analysis and discussions. Finally, in Section 5 we conclude the paper.

2 Features for Sentiment Analysis

Feature plays an important role in sentiment classification. We implement 55 features, and we categorise these into the five groups.

1. Emoticon Features:

Positive Smiley (pSmiley): It is a common practice that people represents emoticons through variety of smileys. A smiley present in a tweet directly represents its sentiment. A feature is defined that identifies whether the positive smiley(s) is/are present or not in a tweet. We used a set of positive smiles available at this web page.

Negative Smiley (nSmiley): Similar to positive smiley, we also obtain a set of negative smileys from the same source. The value of this feature is set to “yes” or “no” depending upon whether the tweet contains the negative smiley or not.

Last Token Smiley (LastTokenSmiley): This feature indicates whether the last token in a tweet is a smiley or not. The presence of this smiley clearly indicates that tweet can’t be of neutral type.

2. Lexicon Features: We use three automatically built sentiment lexicons, namely NRC Hash tag Sentiment Lexicon [Saif Mohammad and Zhu, 2013], Sentiment140 Lexicon [Saif Mohammad and Zhu, 2013] and Bing Liu Lexicon [Xiaowen Ding and Yu, 2008].

NRC Hash tag Sentiment Lexicon: [Saif Mohammad and Zhu, 2013] showed that hashtagged emotion words are good indicators that the tweet as a whole (even without the hashtagged emotion word) is expressing the same emotion. We adapted that idea and obtain the following features from this Lexicon:

(i) (LexNRC): Scores of all the words are summed up. A feature value is, thereafter, set based on the overall score of the tweet. The feature values are set to +1, 0 or -1 depending upon whether the overall score is above 1, varies within the range -1 and +1 or less than -1.

(ii) (PositiveLexNrcToken): A feature is generated that takes the value equal to the number of words present in a tweet having their scores greater than zero.

http://alt.qcri.org/semeval2014/task9/

http://www.datagenetics.com/blog/october52012/index.html
(iii) (NegativeLexNrcToken): A feature is defined that takes the value equal to the number of words having the negative scores.

(iv) (MaxLexNrc): This feature indicates the maximum positive score among all the tokens in a tweet.

(v) (MinLexNrc): This feature indicates the minimum value (i.e. maximum negative score) of polarity among all the tokens of a tweet.

(v) (LastNonZeroScoreNrc): This feature corresponds to the polarity of the last token of the tweet. This feature has been defined based on the observation that the sentiment as expressed in the last word of the tweet has great influence on the overall sentiment of any tweet.

Sentiment140 Lexicon: In this lexicon, the individual scores of the tokens have been calculated based on the number of tweets in which these tokens co-occur with the positive or the negative emoticons. For every tweet in the data set, following features are defined using the sentiment score, i.e. $score(w)$ of each token $w$ in the tweet:

(i) (Lex140): Feature that corresponds to the total score $= \sum_{w \in \text{tweet}} score(w)$.

(ii) (PositiveLex140Token): Feature that indicates the number of tokens in the tweet with $score(w) > 0$

(iii) (NegativeLex140Token): Feature that indicates the number of tokens in the tweet with $score(w) < 0$

(iv) (MaxLex140): Feature that indicates the maximal score of any token in the tweet $= \max_{w \in \text{tweet}} score(w)$

(v) (MinLex140): Feature that corresponds to the minimal score of any token in the tweet $= \min_{w \in \text{tweet}} score(w)$

(vi) (LastNonZeroScore140): The score of the last positive token ($score(w) > 0$) in the tweet

Bing Liu’s Lexicon: We define the following two features based on this lexicon.

(i) (BllPositiveWords): A feature is defined that has the value equal to the number of words of a tweet present in the BLL’s (Bing Liu Lexicon) word list of positive lexicons.

(ii) (BllNegativeWords): This feature is defined based on the number of words of a tweet present in the BLL’s (Bing Liu Lexicon) word list of negative lexicons.

3. SentiWordNet Features: Based on the SentiWordNet dictionary (Andrea Esuli and Sebastiani, 2010) we define the following features that depend on the number of words bearing positive, negative and neutral sentiments.

SWN Positive words (SwnPositiveTokenCount): This is an integer-valued feature that is set equal to the number of words having more positive sentiment.

SWN Negative words (SwnNegativeTokenCount): Similar to the feature defined above, this is also denoted by an integer-valued feature that takes the value equal to the number of words that bear more negative sentiments.

SWN Neutral words (SwnNeutralTokenCount): This feature determines the number of neutral words for a tweet. This is obtained by the following formula:

$SWN \text{ Neutral words} = (\text{number of words in a tweet}) - (\text{number of SWN positive words} + \text{number of SWN negative words})$.

SWN Polarity (SwnPolarity): For every tweet a polarity score is assigned based upon the scores of the constituent tokens. Let $x$ and $y$ denote the sum of positive and negative sentiment scores, respectively, for all the words of a tweet. Now we assign the polarities of the words as follows. If $(x-y) > 0.5$ then polarity of the tweet is assigned to be positive; If $(x-y) < -0.5$ then polarity of the tweet is assigned to be negative; and if $(x-y)$ lies between -0.5 to 0.5 then the polarity of the tweet is assigned to be neutral.

4. Part-of-Speech (PoS) Features: (Chris Nicholls, 2009) found that different PoS categories contribute to sentiment analysis in varying degrees. To extract the PoS of every word present in a tweet,
we use the CMU ARK tagger. We define a feature vector that considers the number of PoS categories present in a tweet. These features are listed in Table 2 from feature number 30 to feature number 54.

5. Miscellaneous Features: Beside the above four categories of features, we also implemented the following features:

Hash Count (HashCount): This feature gives the difference of number of positive hashtags (ex, #excellent, #thankful) and negative hashtags (ex. #bad, #terror). A positive value (negative value) of this feature indicates positive (negative) sentiment.

Tweet Length (TweetLength): Generally, a long tweet have more number of stop words. This feature counts the number of words present in a particular tweet. More is the number of stop words present in a tweet higher is the chance of it not being of neutral polarity.

Capital Characters (InitCap): If majority of the words present in a tweet are capitalised then there is more chance that the overall sentiment of the tweet is non-neutral. We compute the ratio of capitalised words with respect to the total number of words present in a tweet. If this ratio is above a certain threshold then we set the feature value to 1, otherwise 0.

All Cap Words (AllUpperWords): This is an integer-valued feature, the value of which is set to the number of words equal to the number of capitalised words. This feature is defined based on the assumption that the words written using only the capitalised letters express sentiments more strongly.

Negation (NotPresent): The presence of words such as “not”, “couldn’t”, “won’t”, “shouldn’t” etc. reverts the polarity of the sentence. We manually create a list of all such words from the training data. A binary-valued feature is then defined that is set to “yes” or “no” depending upon the presence of such word in the tweet.

Stop Words (StopWords): In the previous study (Hassan Saif and Alani, 2012), it has been shown that the classifiers learned with stop words outperform those learned without stop words. Here we define a feature based on the number of stop words present in a tweet. If the number of stop words is greater than 20% (in terms of the number of words) then the tweet has more possibility of being neutral.

Elongated Words (ElongatedWords): To represent strong emotions, people, in general, use to repeat the same character more than twice. Some of the examples are: “happpppy”, “coooool” etc. We define this feature in such a way that checks whether there is at least one elongated words present in the tweet.

Last Token (LastToken): This feature checks whether “?” or “!” is present in the last position of the tweet or not. The presence of such token in the last position denotes that the overall sentiment expressed in the tweet may be neutral. For ex. “U remember her from the 90s?”, “Hello Mumbai Gud morning!”.

3 Proposed Approach

In this section, firstly we introduce the concept of multiobjective optimization (MOO), formulate the problem of simultaneous feature selection and parameter optimization and then describe the proposed approach.

3.1 Multi-objective Formulation for feature subset selection

Multiobjective optimization (MOO) deals with the concept of optimising more than one function at a time. Compared to single objective optimization (SOO) that concerns in optimising only one function at a time, it has the ability to produce more than one feasible solutions which are equally important from the algorithmic point of view. This concept has been widely used for solving many decision problems. Mathematically, MOO (Deb, 2001) can be described as follows:

Find the vectors

\[ x^* = [x_1^*, x_2^*, ..., x_N^*]^T \] (1)
of decision variables that simultaneously optimize the M objective values

\[ f_1(x), f_2(x), \ldots, f_M(x); N \geq M, N > 1, M > 1 \]

while satisfying the constraints, if any.

3.2 Formulation of the Problem

Performance of any classifier depends greatly on the parameters used. Generally we choose the best parameters of any classifier following a heuristics based method, where various combinations are tested on a held-out dataset and then finally the most promising one selected. This process is time-consuming and computation intensive, and therefore, some automatic techniques are most preferred.

Given a set of features F, appropriate parameters P and two classification quality measures, recall and precision, determine the feature subset \( F^* \) and parameter subset \( P^* \) such that maximize \([\text{recall}, \text{precision}]\) where \( F^* \subseteq F \) and \( P^* \subseteq P \).

In our case we use precision, recall, accuracy and the number of features as the objective functions. We build the following two frameworks as follows: (i) maximizing recall and precision, and (ii) minimising the number of features and maximising the accuracy. As precision and recall have trade-off (Buckland and Gey, 1994) so this combination will provide non-dominant pareto optimal solutions. In second framework we aim for high accuracy while using least computational cost (i.e. minimizing number of features). Along with these objective functions, we use the following parameters:

- **Random forest**: Number of trees;
- **LibSVM**: Cost and gamma parameters;
- **LibLinear**: Cost parameter.

In Random Forest, more number of trees provides better accuracy but it uses more computational time. Cost parameter ‘C’ is a regularisation parameter, which controls the trade-off between achieving a low error on the training data and minimizing the norm of the weights. It determines the influence of the misclassification on the objective function. As gamma increases, the algorithm tries harder to avoid misclassifying training data, which leads to overfitting.

3.3 Encoding of the Problem

If total number of features is \( N \) and the number of parameter to be optimized is \( M \), then the length of the chromosome will be \( N+M \). For an example, we encode a problem in Figure 1. The first 12 bits of the chromosome represent the features and the remaining bits encode the parameters. Each of the first 12 bits represents a feature, and this is randomly initialised to either 0 or 1. If the \( i^{th} \) position of a chromosome is 1 then the \( i^{th} \) feature participates in constructing the classifier else not. Here out of 12 features, 7 (first, fourth, fifth, sixth, eighth, tenth and eleventh) have been used to construct the classifier. If the population size is \( P \) then all the \( P \) number of chromosomes of this population are initialized in the same way.

![Figure 1: Encoding of the problem](image)

3.4 Fitness Computation

For the fitness computation, the following procedure was executed.

(i) Let there are \( F \) number of features present in a particular chromosome (i.e. there are total \( F \) number of 1’s present in the chromosome).

(ii) Construct a classifier with only these \( F \) features.

(iii) Perform 3-fold cross validation to compute the objective function values.

(iii) The aim is to optimize the values of the objective functions using the search capability of NSGA-II.

3.5 Other Operators

After fitness computation, we used binary tournament selection (Deb, 2001) as in NSGA-II, followed by crossover and mutation (Deb, 2001). The most characteristic part of NSGA-II is its elitism operation (Deb, 2001), where the non-dominated solutions among the parent and child populations are propagated to the next generation. The near pareto optimal strings of the last generation provide the different solutions to the feature selection problem. Each of these solutions is
equally important from the algorithmic points of view.

### 3.6 Selection of Final Solution

MOO provides large number of non-dominated solutions [Deb, 2001] on the final Pareto optimal front. Although each of these solutions are equally important but sometimes the user may require a single solution. Hence, we develop a method for selecting a single solution from the set of solutions. For every solution of the final pareto optimal front, (i) classifier is trained using the features present in that particular solution (ii) evaluated for 3-fold cross validation on the training set (iii) selected the best feature combination that yields the highest F-measure value and (iv). use this particular feature combination to report the final evaluation results.

### 3.7 Pre-processing and Experimental Setup

The data has to be pre-processed before being used for actual machine learning training. Each tweet is processed to extract only those relevant parts that are useful for sentiment classification. For example, we removed the tweets that don’t have any label information in the training data; symbols and punctuation markers are filtered out; URLs are replaced by the word URL; words starting with digits are removed etc. Each tweet is then passed through the ARK tagger developed by CMU for tokenization and Part-of-Speech (PoS) tagging.

From pre-processed tweets we build the final training set. For each tweet in the training set we extract the vectors based on all the features as defined above. As the base classifiers we make use of two different learning algorithms, namely Support Vector Machine (SVM) (Vapnik, 1995) and Random Forest (Breiman, 2001). For SVM we use two implementations as available in LibSVM (Chang and Lin, 2011) and LibLINEAR (Rong-En Fan and Hsieh, 2008).

### 4 Experiments and Result Discussion

In this section we describe the datasets we used for our experiments, report the evaluation results and provide necessary analysis.

#### 4.1 Datasets

We use the data sets from SemEval-2014[5] shared task. The data sets contain 8,223 classified tweets in the training data and 8,987 tweets as part of the test data. Details of the data sets are shown in Table 1 Please note that we make use of our own evaluation script that also considers the accuracies of neutral classes when we perform evaluation. In contrast, the official evaluation of SemEval script simply ignores the neutral classes.

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Data Set</th>
<th>Positive</th>
<th>Negative</th>
<th>Neutral</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Training</td>
<td>3071</td>
<td>1210</td>
<td>3942</td>
<td>8223</td>
</tr>
<tr>
<td>2</td>
<td>Test</td>
<td>3506</td>
<td>1541</td>
<td>3940</td>
<td>8987</td>
</tr>
</tbody>
</table>

#### 4.2 Feature sets

We generate different models using the various feature combinations as shown in Table 2 Brief descriptions of these feature sets are described as below:

- **S55**: is a set of 55 features as listed in Table 2. The intuition behind selection of the features in S55 is described in Section 2.
- **R20**: is a subset of 20 features randomly selected from S55.
- **R30**: is a subset of 30 features randomly selected from S55.
- **R40**: is a subset of 40 features randomly selected from S55.
- **OS55 with FS & PO**: This corresponds to the feature set on which joint feature selection and parameter optimization are performed.
- **OS55 with default parameters**: This corresponds to the feature set where feature selection is performed but instead of using parameter optimization technique we make use of the default parameter settings.

#### 4.3 Parameters for MOO

We use R20, R30 and R40 feature sets to construct the baseline models. Following parameter values are used for the NSGA-II. Population size = 32 ; Number of generations = 20; Number of objective functions = 2; Number of real variables = 2; Probability of crossover of real variable = 0.98; Probability of mutation of real variable = 0.50; Distribution index for crossover = 14; Distribution index for mutation = 38; Number of binary variables = 55

---

4.4 Experimental Results

At first we perform experiments using recall and precision as the two objective functions. Experimental results are shown in Table 3. Here we define the three models as follows: Model-1: Random Forest; Model-2: LibSVM and Model-3: LibLinear. The baseline model developed with random forest classifier shows the highest performance (i.e. 53.60%) for the system that makes use of 40 features. Random forest based baseline model developed with 20 features (i.e. R20) yields the F-measure values of 50.40% and the model developed with 30 features (i.e. R30) shows the F-measure value of 52.30%. With LibLinear implementation of SVM we achieve the higher performance with 51.00% F-measure value. While considering both feature selection (FS) and parameter optimization (PO), we obtain the F-measure values of 59.30, 59.10 and 57.70 for the models optimal subset (OS55 with FS and PO) with respect to the first, second and third model, respectively. It is to be noted that when we perform only feature selection we observe the increments of 00.40, 14.80 and 04.90 percentage points for the respective models. However for the model which was developed both with feature selection and parameter optimization, we see the improvements of 04.20, 20.00 and 04.30 percentage points, respectively.
Hence it can be concluded that performing feature election and parameter optimisation together is better suited compared to the model that makes use of only the default parameters of the classifiers. However, third model achieves higher performance with the defaults parameters only. The parameters selected through MOO are shown in Table 5.

Results of the experiments when accuracy and number of features are optimised are shown in Table 4. Results show that both feature selection (FS) and parameter optimization (PO) yield better accuracies with F-measure values of 59.70, 59.20 and 55.50 for the respective models. When the selected feature set is used train the classifiers with default parameters, the models show the F-measure values of 55.50%, 56.10% and 58.00% for the three models, respectively. This again shows quite similar behaviours, i.e. first two classifiers perform superior with the joint model framework. However third model yields higher performance when the classifier is trained with the features selected through MOO based approach, but uses the default parameters.

Here we observe that in both the experiments, LibLinear implementation of SVM provides better result with default parameter configurations compared to their respective optimized parameter sets. This may be attributed to the fact that further attention is required to select the parameters of LibLinear model. Our approach is evolutionary in nature, and therefore, better accuracies can be achieved by either increasing the number of generations or size of the population or both.

### 4.5 Comparisons

To compare our results with some of existing systems which were developed on the same data sets viz. NRC Canada-B (Xiaodan Zhu and Mohammad, 2014), Cooool-B (Tang et al., 2014), TeamX-B (Miura et al., 2014), SAIL-B (Nikolaos Malandrakis and Narayanan, 2014), DAEDALUS-B(Julio Villena Roman, 2014) and SU-sentilab-B(Gizem Gezici and Saygin, 2013), we evaluate our best model (OS55 with FS & PO for Exp-ANF) using SemEval-14’s scorer. This scorer considers only the F-measures for positive and negative classes. Hence in all our experiments we also considered neutral class along with positive and negative classes. In Table 6 we present the results of comparisons. We observed that classification of neutral class was more challenging compared to the positive and negative classes. It shows the F-measure values of 59.60, 37.30 and 67.50 for positive, negative and neutral class, respectively. When the official evaluation scorer was executed, the system yields the F-measure values of 64.16%, 74.75%, 68.39%, 60.62% and 35.48% for LiveJournal2014, SMS2013, Twitter2013, Twitter2014 and Twitter2014Sarcasm datasets, respectively which is named as ‘Our System I’. Further we evaluate considering only positive and negative classes and named as ‘Our System II’.

---

**Table 3: Results for Exp-PR**

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Feature Sets</th>
<th>Parameters</th>
<th>Random Forest</th>
<th>LibSVM</th>
<th>LibLINEAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R20</td>
<td>P 64.10</td>
<td>64.00</td>
<td>64.10</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>R20</td>
<td>P 64.10</td>
<td>64.00</td>
<td>64.10</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>R40</td>
<td>P 53.50</td>
<td>53.50</td>
<td>53.50</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>S55</td>
<td>P 53.50</td>
<td>53.50</td>
<td>53.50</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>OS55 with FS &amp; PO</td>
<td>P 53.50</td>
<td>53.50</td>
<td>53.50</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>OS55 default parameters</td>
<td>P 53.50</td>
<td>53.50</td>
<td>53.50</td>
<td></td>
</tr>
</tbody>
</table>

% improvement due to FS and PO: 04.20, 20.00, 04.30

**Table 4: Results for Exp-ANF**

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Feature Sets</th>
<th>Parameters</th>
<th>Random Forest</th>
<th>LibSVM</th>
<th>LibLINEAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R20</td>
<td>P 64.10</td>
<td>64.00</td>
<td>64.10</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>R20</td>
<td>P 64.10</td>
<td>64.00</td>
<td>64.10</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>R40</td>
<td>P 53.50</td>
<td>53.50</td>
<td>53.50</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>S55</td>
<td>P 53.50</td>
<td>53.50</td>
<td>53.50</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>OS55 with FS &amp; PO</td>
<td>P 53.50</td>
<td>53.50</td>
<td>53.50</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>OS55 default parameters</td>
<td>P 53.50</td>
<td>53.50</td>
<td>53.50</td>
<td></td>
</tr>
</tbody>
</table>

% improvement due to FS and PO: 04.20, 20.00, 04.30

**Table 5: Optimized Parameters**

<table>
<thead>
<tr>
<th>S.N.</th>
<th>Classifier</th>
<th>Parameters</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Random Forest</td>
<td>Trees</td>
<td>0.62, 0.53</td>
</tr>
<tr>
<td>2</td>
<td>LibSVM</td>
<td>Gamma</td>
<td>2.1, 0.11</td>
</tr>
<tr>
<td>3</td>
<td>LibLINEAR</td>
<td>Cont</td>
<td>4.1, 2.1, 4.1</td>
</tr>
</tbody>
</table>

**Table 6: Comparison**

<table>
<thead>
<tr>
<th>Model</th>
<th>ACC</th>
<th>Prec.</th>
<th>Rec.</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model A</td>
<td>59.60</td>
<td>64.16%</td>
<td>68.39%</td>
<td>60.62%</td>
</tr>
<tr>
<td>Model B</td>
<td>37.30</td>
<td>74.75%</td>
<td>60.23%</td>
<td>67.50%</td>
</tr>
<tr>
<td>Model C</td>
<td>67.50</td>
<td>64.16%</td>
<td>68.39%</td>
<td>60.62%</td>
</tr>
</tbody>
</table>
tem II’. Here ‘Our System I’ has much better F-measure than the average F-measure of our system which ignores the neutral class. This shows that our system provides better F-measure for neutral class.

Table 6: Comparisons with some existing systems

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NRC-Cambridge</td>
<td>74.84</td>
<td>92.38</td>
<td>70.15</td>
<td>69.85</td>
<td>58.16</td>
<td>68.78</td>
</tr>
<tr>
<td>2</td>
<td>CoreNLP</td>
<td>71.90</td>
<td>67.65</td>
<td>70.40</td>
<td>70.14</td>
<td>46.66</td>
<td>65.55</td>
</tr>
<tr>
<td>3</td>
<td>IronXL</td>
<td>68.64</td>
<td>67.30</td>
<td>72.12</td>
<td>70.96</td>
<td>58.50</td>
<td>65.47</td>
</tr>
<tr>
<td>4</td>
<td>SAIL-B</td>
<td>69.34</td>
<td>56.98</td>
<td>66.80</td>
<td>67.77</td>
<td>57.20</td>
<td>63.83</td>
</tr>
<tr>
<td>5</td>
<td>Our System I</td>
<td>64.16</td>
<td>74.75</td>
<td>68.39</td>
<td>60.92</td>
<td>33.48</td>
<td>60.68</td>
</tr>
<tr>
<td>6</td>
<td>Daedalus-B</td>
<td>55.11</td>
<td>69.60</td>
<td>50.17</td>
<td>49.52</td>
<td>31.49</td>
<td>41.18</td>
</tr>
<tr>
<td>7</td>
<td>Our System II</td>
<td>57.77</td>
<td>65.00</td>
<td>49.60</td>
<td>47.84</td>
<td>25.76</td>
<td>45.15</td>
</tr>
<tr>
<td>8</td>
<td>DAEDALUS-B</td>
<td>40.83</td>
<td>40.80</td>
<td>36.57</td>
<td>33.03</td>
<td>28.90</td>
<td>36.05</td>
</tr>
</tbody>
</table>

5 Conclusion and Future Work

In this work, we have posed the problem of simultaneous feature selection and parameter optimization as a MOO problem, and evaluate this for sentiment analysis. We have implemented significantly diverse set of features for the task. Experiments show the effectiveness of the proposed approach with significant performance improvements over the various baselines developed with random feature subsets. It is also evident from the evaluation results that simultaneous feature selection and parameter optimization is better compared to the only feature selection.

In future, we would like to add more features to increase the baseline performance. More detailed parameter selection, for example, the kernel function of SVM need to be optimised to realise the effects of more systematic parameter optimization.
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