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Abstract 

 

The modern era has been now extremely ad-

vanced and well developed by use of the in-

ternet especially blog, social networks, online 

forum and email etc. are gaining immense 

popularity. Thus, authorship identification is 

being used not only in such areas but also for 

forensic analysis and humanities. In this pa-

per, we have proposed a framework for au-

thorship identification by including the sen-

timent words for the classification purpose 

with traditional stylistic and linguistic fea-

tures. We have experimented on PAN’11 da-

taset and achieved satisfactory results in 

terms of macro-average and micro-average 

accuracies. 

1 Introduction 

The task of determining the authorship of an 

anonymous text based entirely on internal evi-

dence, i.e., linguistic and stylistic pattern has 

been gained notable research interests in recent 

years. More recently, it has gained greater im-

portance due to its applications in forensic analy-

sis, humanities, and electronic commerce. Sever-

al international evaluation tracks on authorship 

identification have been taken place at confer-

ences and workshops, such as CLEF, Sig-

WiComp etc. These conferences and evaluation 

tracks have aimed either at improving the results 

of authorship identification or verifying the sys-

tems. 

The simplest form of this task can be de-

scribed as: examples of the writing of a number 

of candidate authors are given and we are asked 

to determine which of them authored a given 

anonymous text. In this straight forward form, 

the authorship identification task fits the standard 

modern paradigm of text categorization problem 

(Lewis and Ringuette, 1994; Sebastiani, 2002), 

where documents are represented as numerical 

vectors that capture the statistics of potentially 

relevant features of the text and machine learning 

methods are used to find classifiers that separate 

the documents belonging to different classes. In 

this simplest form, researchers evaluate this task 

together with other tasks, such as topic identifi-

cation, language identification, genre detection, 

etc. (Benedetto et al., 2002; Teahan and Harper, 

2003; Peng et al., 2004; Marton et al., 2005; 

Zhang and Lee, 2006). 

In the present work, we have tested our system 

on the PAN’11Dataset. We used stylistic and 

linguistic features and also included the frequen-

cy of the positive and negative words for the au-

thor identification task. We have seen notable 

improvement in terms of macro-average and mi-

cro-average accuracies while we included the 

sentiment features into account. 

The rest of the paper is organized in the fol-

lowing manner. Section 2 discusses briefly the 

researches available till date. Section 3 provides 

an overview on the experimental data whereas 

Section 4 describes the feature selection and im-

plementation. Section 5 presents the experiments 

with detail analysis.  Finally, conclusions are 

drawn and future directions are presented in Sec-

tion 6. 

2 Related Work 

Over the last century, varieties of methods have 

been applied to authorship identification tasks 

and can be divided into three classes of 

approach: a) unitary invariant approach, b) 

multivariate analysis approach, and c) machine 

learning approach. In unitary invariant approach, 

a single numeric function of a text is sought to 

discriminate between authors (Mendenhall, 

1887). In the multivariate analysis approach, 



statistical multivariate discriminant analysis is 

applied to word frequencies and related 

numerical features (Kukushkina, 2001). In case 

of recent machine learning approaches, the 

modern machine learning methods are applied to 

sets of training documents to construct classifiers 

that can be applied to new anonymous 

documents (Graham et al., 2005; Zheng et al., 

2006; Argamon et al., 2007). 

From a machine learning point-of-view, 

authorship identification task can be viewed as a 

multi-class single-label text categorization task 

(Sebastiani, 2002). Several studies have been 

carried out based on text categorization 

methodologies for authorship identification or 

verification (Khmelev and Teahan, 2003; Peng et 

al., 2004; Marton, et al., 2005; Zhang and Lee, 

2006). Writing style or style markers could be 

considered important features for classifying 

authorships. On the other hand, lexical, semantic, 

syntactic and application specific features have 

been used as a stylometric features (Holmes, 

1994; Stamatatos et al., 2000; Zheng et al., 

2006). Along with the previously used 

stylometric features, the feeling of the author, 

i.e., sentiment can also be used to identify an 

author. But, to the best of our knowledge no 

work has been carried out with this idea. So, we 

have experimented and found that inclusion of 

sentiment notably help in the task of authorship 

identification. 

3 Corpus 

In the present work, we have used the 

PAN'11
1

Authorship Identification corpus for 

training and evaluating our author identification 

task. The said corpus is based on Enron email 

corpus
2
 and it contains five separate training col-

lections and seven test collections. Two training 

sets are provided for authorship attribution, a 

“Large” set containing 9337 documents provided 

by 72 different authors and a “Small” set con-

taining 3001 documents provided by 26 different 

authors (the author sets are disjoint). The other 

three training sets are for verification (i.e., Veri-

fy1, Verify2 and Verify3 sets), and so these con-

tain only emails from a single author (different 

from those in other training sets). The verifica-

tion training sets (i.e., Verify1, Verify2 and Veri-

fy3 sets) contain 42, 55, and 47 documents, re-

spectively. 

                                                 
1
http://pan.webis.de/ 

2
 http://www.cs.cmu.edu/ enron/ 

Set ID No of Authors No of Documents 

Large 72 9337 

Small 26 72 

Verify1 1 42 

Verify2 1 55 

Verify3 1 47 

Table1: Training corpus statistics 

Test corpus consists of seven sets containing a 

total of 286 authors with 4156 documents. 

Set ID No of Authors No of Documents 

Set-1 66 1298 

Set-2 86 1440 

Set-3 23 518 

Set-4 43 601 

Set-5 24 104 

Set-6 21 95 

Set-7 23 100 

Table2: Test corpus statistics 

Each of the training and test files is stored in 

an XML format, with similar schemas, as fol-

lows. 

The training files look like: 

<training> 

<text file="<some unique filename>"> 

<author id="<unique author ID>"/> 

<body> 

                          TEXT OF THE MESSAGE 

</body> 

</text> 

 ... 

</training> 

 

Testing files look like: 

<testing> 

<text file="<some unique filename>"> 

<body> 

                      TEXT OF THE MESSAGE 

</body> 

</text> 

 ... 

</testing> 

4 Experimental Methodology 

4.1 Feature selection 

Feature selection plays an important role in any 

machine learning framework and depends upon 

the data set used for the experiments. Thus, we 

have considered different combination of fea-

tures to get the best results in the classification 



task. The features used in this work can be cate-

gorized into three types, namely lexical, syntactic 

and sematic features. We have not considered the 

character and application feature as used in 

(Stamatatos, 2009). Initially, we have experi-

mented with the traditional features into afore-

said three categories. Later, sentiment has been 

included as semantic features. 

Lexical Feature: The natural way to view the 

text is as a sequence of tokens grouped into sen-

tences. Each token corresponds to a word or a 

number or punctuation. Lexical features are the 

simple token based features like word n-gram, 

word frequency and sentence length etc.  

Syntactic Feature: The best way to identify 

authorship is to implement syntactic information. 

The main idea is that authors tend to use some 

similar syntactic pattern unconsciously (Stama-

tatos, 2009). Therefore, syntactic feature is more 

important than the lexical feature and the use of 

syntactic feature can be seen in (Houvardas and 

Stamatatos, 2006). The syntactic feature includes 

the sentence and phase structure, errors in writ-

ing, part of speech and chunks etc.  

Semantic Feature: It is clear that the more 

detailed text analysis is required for extracting 

the stylometric features. More complicated tasks 

such as full syntactic parsing, semantic analysis, 

or pragmatic analysis cannot yet be handled ade-

quately by current NLP technology for unre-

stricted text (Stamatatos, 2009). As a result, very 

few attempts have been made to exploit high-

level features for stylometric purposes. The se-

mantic features include synonyms, semantic de-

pendencies, positive and negative word frequen-

cies etc.  

Initially, we experimented with the features 

like simple Unigram, Bigram and Trigram (Hou-

vardas and Stamatatos; 2006). Then we have in-

cluded all stylistic features like number of stop 

words, list of foreign words, list of punctuations 

and list of pronouns etc. Again, we have included 

the frequency of positive and negative word class 

frequencies.  

Unigram: All the tokens, which have not been 

marked as stop words, punctuations and foreign 

words, are listed in the unigram list. We have 

kept a threshold frequency for discarding all the 

lower level unigrams. In our experiments, we 

have considered unigrams occurred more than 

500 times.  

Bigram and Trigram Frequency: Bigrams 

and trigrams are common features for author 

identification (Houvardas and Stamatatos; 2006). 

It is found that the authors have tendency to re-

use the same phrase. Thus, we have used the 

threshold frequency. As the 4-grams and 5-grams 

are important features in the task (Houvardas and 

Stamatatos; 2006), in contrast, we have not in-

cluded them in our experiment as the corpus is 

small and the frequencies were also negligible.  

Stop words frequency: Stop words have been 

found as one of the important features. A total of 

329 stop words have been prepared manually. 

List of Foreign Words (FW): These are the-

words, which are tagged as FW by the Stanford-

CoreNLP POS tagger
3

. These are basically 

“meee”, “yesss”, “thy”, “u” and “urs” etc. 

List of Punctuations: 10 types of punctua-

tions are prepared manually. 

List of Pronouns: The frequencies of the pro-

nouns are also computed. Pronouns are tagged as 

PRP by StafordCoreNLP POS tagger. 

Average Length of Word and Sentence: We 

have considered the average word and sentence 

length in documents. The sentence boundary is 

detected by the StanfordCoreNLP tool. 

Positive and Negative word class: It is found 

that the positive and negative word classes are 

also key features for automatic author identifica-

tion. Thus, these two classes contain the words 

which are not listed in our existing unigram list. 

After getting all possible POS from RiTaWord-

Net
4
, the sentiment scores of the words have 

been calculated using the SentiWordNet 3:0
5
 lex-

icon. Then, the words having sentiment score 

greater than 0.1 and less than -0.1 (threshold val-

ue: |0.1|) have been considered as the positive 

and negative sentiment word classes.  

It has been found that the size of each docu-

ment varies, i.e., some documents contain more 

number of words and some documents contain 

less words. So, we have normalized each bag of 

word feature by dividing the total number of 

words in a document. 

4.2 Experimental Setup 

After removing the XML tags from the docu-

ments, various NLP tools have been applied to 

identify the features. The Stanford CoreNLP 

package has been used to detect the sentence 

boundary and then, the average word in a sen-

tence has been calculated. Each word of the 

XML document has also been stemmed by the 

Stanford CoreNLP package. The punctuation list 

                                                 
3
http://www-nlp.stanford.edu/software/corenlp.shtml 

4
http://www.rednoise.org/rita/wordnet/documentation/ 

5
http://sentiwordnet.isti.cnr.it/ 



has been used to calculate frequencies from the 

text.  

The Stanford CoreNLP POS tagger has been 

used to tag parts of speech (POS) of each word. 

Pronouns and Foreign words frequencies have 

been calculated from the tagged text. Pronouns 

and Foreign Words are tagged as PRP and FW 

by the Stanford CoreNLP POS tagger. 

Word class frequencies have also been 

calculated by using the manually prepared lists. 

The Positive and Negative word frequencies 

have also been determined by using the 

RiTaWordNet. The stop word frequency has 

been determined by using stop words list. The 

frequencies of n-gram, positive word, negative 

words, pronoun, punctuation and foreign words 

have been normalized by dividing the total 

number of words present in the document. The 

extracted features are also used to prepare our 

test templates.  

We have used the API of Weka 3.7.7.5
6
 to ac-

complish our classification experiments. Weka is 

an open source data mining tool. It presents a 

collection of machine learning algorithms for 

data mining tasks. We employed the Decision 

tree (J48) for classifying the documents. The de-

cision tree model has been trained by training 

template and the model has been used to classify 

the test template. 

5 Results and Discussions 

We have used the same evaluation strategy as 

defined in the PAN’11 author identification task 

(Argamon and Juola, 2011). PAN’11 used the 

standard information retrieval metrics of preci-

sion, recall, and F1. Precision, for a particular 

author A, is defined as the fraction of attributions 

that a system makes to A that are correct: 

PA = 
       ( )

            ( )
 

Recall, for a particular author A, is defined as 

the fraction of test documents written by A that 

are (correctly) attributed to A: 

RA = 
       ( )

            ( )
 

F1 is defined as the harmonic mean of recall 

and precision: 

F1 = 
       

      
 

Two methods namely macro-averaging and 

micro-averaging have been applied to aggregate 

these measures over all the different test authors. 

                                                 
6
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For a given metric M, set of n authors {Ai}, with 

a total of k test documents, these are defined as: 

macro-avgM({Ai})=  
 
∑      

micro-avgM ({Ai})=  
 
∑        

Where ki is the number of test documents writ-

ten by author Ai. Micro-averaging will give more 

credit to accuracy on authors with more test doc-

uments, while macro-averaging gives the same 

credit to all authors, even if they wrote just one 

test document.  

To establish the effects of sentiment feature in 

the author identification task, each of the test set 

corpus have been evaluated twice- first, without 

sentiment feature represented by F and second, 

with the sentiment feature represented by F+S. 

The detail of experiment results have been 

shown in the table as follows- 

 

 
Macro-avg Micro-Avg 

 
P R F1 P R F1 

F 54.3 53.6 53.9 62.4 58.9 60.6 

F+S 67.5 63.1 66.1 72.6 64.7 68.4 

Table3: Large test set without extraneous 

documents 

 
Macro-avg Micro-Avg 

 
P R F1 P R F1 

F 72.5 56.1 63.3 78.3 57.4 66.2 

F+S 83.7 63.1 72.0 86.5 64.7 74.0 

Table4: Large+ test set with extraneous  

documents 

 
Macro-avg Micro-Avg 

 
P R F1 P R F1 

F 62.3 49.1 54.9 66.7 55.1 60.3 

F+S 72.9 56.3 63.5 78.2 66.1 71.6 

Table5: Small test set without extraneous  

documents 

 
Macro-avg Micro-Avg 

 
P R F1 P R F1 

F 76.1 58.6 66.2 78.2 59.0 67.3 

F+S 86.9 67.1 75.7 89.1 69.7 78.2 

Table6: Small+ test set with extraneous  

documents 
 



It has been observed from the experiments that 

inclusion of sentiment features namely positive 

and negative word classes improves the accuracy 

notably for each of the test sets. Our system 

without sentiment feature (i.e., without positive 

and negative word class) gives almost the same 

accuracy compare to the results of PAN’11 (Ar-

gamon and Juola, 2011). Considering sentiment 

feature improves the macro-average accuracy by 

13.2%, 11.2%, 10.6% and 10.8% respectively 

and micro-average accuracy by 10.2%, 8.2%, 

11.5% and 10.9%, respectively.  

6 Conclusions 

The main contribution of this work is successful-

ly introducing sentiment features as semantic 

features in the task of authorship identification. 

In this work, we presented a system for author 

identification task performed on the PAN’11 da-

taset. We have included the traditional stylistic 

and linguistic features. We have also introduced 

the sentiment features like positive and negative 

word class frequency with traditional features to 

the author identification task, which results in 

increase of accuracy in terms of macro-average 

and micro-average accuracy. 

In our future work, the accuracy of the classi-

fication can be improved by finding and incorpo-

rating more traditional as well as sentiment fea-

tures in the task of authorship identification. It 

would also be interesting to perform deeper fea-

tures engineering for finding demographic and 

psychometric author traits more correctly. 
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